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Introduction

This series of  white papers lays out the essential 

steps you need to take to ensure your business 

stays at the forefront of  an increasingly data-

driven and automated world.

We cover everything you need to know about growing 

a data science team, the current trends in machine 

learning, data visualisation, essential data science tools 

and technologies, automation, deployment, how to 

prove value with data science and also give our 

thoughts on the next ‘big ideas’ that are set to take the 

world of  AI in business by storm.

We reveal the best approach to implementing an AI 

strategy across each of  these areas, providing expert 

advice and industry best practices throughout the 

guide. We hope you enjoy it!

David Foster

Partner

Applied Data Science Partners (ADSP)



Focus Areas
This whitepaper series is a practical guide to developing 

your data strategy into 2024 and beyond.

It is organised around 8 commonly occurring focus areas that 

we encounter when working with data science teams from 1 

to 100 people strong.
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Data scientists, data engineers, data analysts – 

what’s the perfect mixture of  roles to include in 

your team?

The answer will depend on where you choose to draw 

line between ‘data science’ and other business 

functions such as engineering and analytics.

In this section we’ll explore the key attributes that 

differentiate each role and provide suggested 

structures for each type of  data science team.

We’ll also reveal some key skills and attributes to look 

for when recruiting for each role.
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Data scientists

A typical day involves testing a range of  ML models, extracting data 

using SQL and building a validation framework to ensure my models 

are accurate on unseen data.  Text modelling is my specialism – the 

more complex the documents, the better!

Data Scientist - ADSP

Data scientists have a wealth of  practical expertise building AI 

systems for a range of  applications. They bring deep expertise in 

machine learning, clustering, natural language processing, 

time series modelling, optimisation, hypothesis testing and 

deep learning to the team.

The most common data science languages are Python and R – 

SQL is also a must have skill for acquiring and manipulating data.

Data scientists are inquisitive, curious and pay great attention 

to detail. They use these skills to ensure trained models are 

accurate and free from unwanted bias.



Data engineers

My job is to ensure that the models built by the data scientists are 

deployed seamlessly into our clients’ infrastructure. I particularly 

enjoy the challenge of  building pipelines from multiple disparate data 

sources and automating everything as much as possible.

Data Engineer - ADSP

Data engineers understand how to build robust data pipelines 

from source to output. They build production-ready systems 

using best-practice containerisation technologies, ETL tools and 

APIs. They are skilled at deploying to any cloud or on-premises 

infrastructure.

Data engineers must be comfortable working with platforms such 

as Azure, AWS and Google Cloud Platform. Docker is also a 

hugely beneficial skill for seamless deployment.

Data engineers are methodical and innovative. They use these 

skills to ensure deployments are robust and stand the test of  time.



Data analysts

The most important part of my role is ensuring that the dashboards I 

build are easy to use and refreshed daily. I work really closely with our 

clients to understand what information they want to see and in what 

format - I particularly like this communicative aspect of my role.

Data Analyst - ADSP

Data analysts build interactive dashboards and reports that 

stakeholders use to consume model outputs and insights. They are 

experts at asking the right questions and being inquisitive to 

ensure that the output from your data science team is actionable, 

practical and functional.

Data analysts have expertise using visualisation platforms such as 

Tableau or PowerBI – SQL is also crucial for the role.

Data analysts understand how to present data beautifully and are 

excellent communicators. They use these skills to ensure they 

can present data in an engaging, insightful manner.



Building a modern data science team

The modern data science team should contain all three roles – a 

common mistake is to hire only data scientists and no data 

engineers or data analysts. This has the effect of  making the 

team less efficient when it comes to model deployment and 

handling ad-hoc requests for analysis.

The balance of  the roles should ultimately be determined by the 

level of  responsibility the data science team takes for these 

crucial supporting tasks that are not part of  the standard remit 

of  a data scientist, but are more related to engineering or 

traditional business analytics.

Here we present four team structures that we’ve seen work 

well in practice – exact team sizes will vary with size of  

company.

The Data Science Research Team

This structure consists mostly of  data scientists and is best 

suited to larger companies who want to experiment with a wide 

range of  data science and AI applications. The data engineer 

within the team liaises with an existing engineering team to 

translate work from the data scientists into live applications. A 

existing analytics team handles ad-hoc requests from the 

business, allowing the data analyst within the team to focus on 

presenting results from deployed models to key stakeholders.



The Data Science and Engineering Team 

The Analytics Team, Transformed

Many data science teams start out life as an existing analytics 

team. In this structure, analysts are upskilled with specific data 

science capabilities and data engineering skillsets are brought 

into the team. It offers great progression opportunities for 

existing staff  and also allows the company to gradually 

experiment with new technologies without major investment or 

restructuring. There is then the option to split into a dedicated 

data science function, as the team grows in capability and 

confidence. Providing training opportunities for staff  is a key 

component of  this structure.

This structure is a self-contained team that is able to deploy 

models autonomously, through enhanced in-team data 

engineering capabilities. Bringing the deployment step inside the 

team reduces bottlenecks in the process from experimentation 

to go-live. For example, a model to predict customer churn 

could be efficiently deployed inside a Docker container on cloud 

architecture managed and maintained by the team’s data 

engineers, and visualised by the data analyst within Tableau. 

Crucially, in this structure, ad-hoc requests for analysis are still 

handled by a separate analytics team, allowing the data science 

team to focus purely on model build and deployment.



The Data Centre of  Excellence

Finally, the Data Centre of  Excellence structure aims to bring all 

data related activities across the business under one roof, for 

complete strategic alignment. This avoids any duplication of  

activities or confusion between the respective roles of  the data 

science and analytics teams. In this structure, best-practice 

methodologies are standardised across the team and common 

ad-hoc requests can be quickly automated through close 

alignment between the data engineers and data analysts. This 

structure requires oversight and direction at the board level – for 

example through a Chief  Data Officer or CIO.

In summary…

Whilst there are no concrete rules to building a data science 

team, there are certainly best-practices that should be followed.

In this section we have presented the three key data roles that 

should form part of  any data science team and four team 

structures that allow you to quickly realise the potential that data 

science and AI can bring to your company.

ADSP is a trusted partner for companies wanting to 

implement cutting-edge data science and AI solutions.

Get in touch with us at hello@adsp.ai to hear more.

mailto:hello@adsp.ai


Machine learning (ML) is the driving force behind most 

modern AI applications. Instead of  hard-coding rules, ML is 

the process through which a machine can discover the rules for 

itself, with the overall aim of  minimising error.

Much has been written about the different types of  machine 

learning – for example, supervised learning for prediction of  

a value or label and unsupervised learning for segmentation.

In this section, we look beyond ‘standard’ ML practices 

and explore six ML trends that will set you apart from the 

pack in 2024.

Machine Learning2



From XGBoost to NGBoost

XGBoost is a gradient boosting technique that enables you to 

build supervised machine learning models on structured data. We 

find that it is a more powerful alternative to random forests and 

more easily scalable to high-dimensional data than techniques such 

as support vector machines.

We also love using a new library called NGBoost – Natural 

Gradient Boosting for Probabilistic Prediction. Instead of  

providing only a point estimate for each observation, NGBoost 

outputs a prediction interval, allowing for a much richer 

interpretation of  the predictions. It achieves this whilst still taking 

advantage of  the power of  the original XGBoost algorithm.

Below are NGBoost price prediction intervals for 5 used cars.

CASE STUDY – Car price prediction

1

2

3

4

5
1000 25002000 6000 point predictions (£)

NGBoost prediction intervals

NGBoost allows us to see that cars 3 and 4 have similar point price 

predictions, but the model is more confident in its prediction for 

car 3, as it has a narrower prediction interval – i.e. we can say:

There is 90% chance the price for car 3 falls between £2400 
and £2600”, whereas for car 4, there is a 90% chance the price 
falls between £2200 and £2800.



Self-supervised learning

A major hurdle of  supervised machine learning is acquiring 

enough labelled data on which to train a ML model. Self-

supervised learning is a technique through which an algorithm 

creates labels from the data itself, without human supervision.

Self-supervised learning can be used for image and text 

generation tasks – for example, by removing elements of  a 

sentence or picture and training the AI to fill in the blanks.

A insurance company wanted to develop a machine learning 

algorithm to identify if  a given journey was taken by a given driver. 

Data relating to known examples of  driver fraud is limited but self-

supervised learning can solve the problem.

To create the labelled dataset, a random number of  ‘fraudulent’ 

trips that were not driven by the driver of  interest were planted in 

amongst real trips. The fraudulent trips were trips driven by other 

drivers in the dataset. A machine learning model is then trained to 

predict which trips were planted by the algorithm.

CASE STUDY – Detecting Driver Fraud

Read more: https://www.kaggle.com/c/axa-driver-telematics-analysis/



Human-in-the-loop AI

We would expect students to ask questions to clarify understanding 

during training sessions – training an AI system is no different.

Human-in-the-loop AI systems siphon off  portions of  validation 

data for human review, especially where prediction confidence is 

low or prediction error is high. During development, the AI 

system can receive targeted feedback (additional labelled data) on 

which to continue training and in a live environment can defer 

marginal predictions to a human for manual consideration.

Whilst it is possible to set up your 

own human-AI loop, there are 

some platforms that offer this 

service out of  the box, such as 

AWS Augmented AI (A2I).

EXAMPLE 
AWS Augmented AI

Read more: https://aws.amazon.com/augmented-ai/

By designing your AI 

system to tell you where it 

needs extra help, you 

ensure it remains flexible 

to deal with uncertainty, 

has the ability to adapt 

quickly to new scenarios 

and finds blind-spots in 

prediction capability.



Explainable ML

In order understand the rationale behind a ML model’s 

predictions, we recommend using SHAP as a wrapper around the 

model output.

SHAP values directly measure the impact of  a given feature on 

each prediction - some features pull up the predicted score and 

some push it down. The overall prediction can therefore be broken 

down as the sum of  the individual SHAP values.

source: https://github.com/slundberg/shap 

You can use SHAP values to build human-interpretable 

explanations of  every prediction. This is invaluable for providing 

users of  your ML model not only with the ‘what’ but also the 

‘why’ for every prediction made by the model.

SHAP works for images 

and text too – 

highlighting exactly 

which pixels or words 

are pushing the overall 

prediction towards a 

particular category. It’s 

very easy to use and a 

game-changer for 

explainable ML.

source: https://github.com/slundberg/shap 



Transformers for NLP

Natural Language Processing (NLP) has been turbo-charged by 

the recent development of  a new kind of  machine learning model 

called a Transformer.

The Transformer architecture

source: https://arxiv.org/pdf/1706.03762.pdf

You can learn more about the uses and implementation of  

Transformers through the Keras and PyTorch websites:

KEY RESOURCES

https://pytorch.org/https://keras.io/

Transformers are neural networks that compute a 

representation of  sequential data through self-

attention mechanisms and can be used for 

supervised or generative tasks.

They surpass the predictive 

power of  more traditional 

NLP techniques such as 

recurrent neural networks as 

they are easily able to capture 

long-range dependencies 

in sequential data and are 

highly parallelisable.

The Transformer architecture is used by powerful NLP models such 

as Google’s BERT and OpenAI’s GPT-3 and can also be trained 

from scratch using open-source libraries such as Keras and PyTorch.  



Eliminating AI bias

It is essential that companies develop a framework to ensure 

deployed algorithms do not unfairly discriminate against certain 

characteristics. Below we outline three simple steps you can take 

to mitigate against unwanted bias in AI models.

ADSP is a trusted partner for companies wanting to 

implement cutting-edge data science and AI solutions.

Get in touch with us at hello@adsp.ai to hear more.

Build an AI bias test suite

For every model, build a test suite that checks your 

model output against certain controlled scenarios. 

Every time you retrain the model, run the test suite to 

ensure unwanted bias hasn’t crept into the training 

process.

Know your data

Most causes of  AI bias stem from the training data 

itself. Ensure your data contains sufficient quantity 

across all groups and that variables aren’t acting as a 

proxy for other protected characteristics.

Transparency is key

To eliminate unwanted bias, you must first understand 

why the model is biased (see Explainable ML section). 

You can also apply monotonic constraints to ensure 

pairwise relationships between each feature and the 

response can be explained.

mailto:hello@adsp.ai


Data visualisation isn’t only about building dashboards 

with lots of  charts and filters.

Sometimes, a single number, presented in the right place, at 

the right time, in the right format to the right person can be 

far more compelling.

We define data visualisation as simply the process through 

which raw analysis and statistics are converted into insight and 

actions via a human interpreter.

In this section we’ll cover the essential steps to ensure data 

visualisation at your company delivers this simple but 

powerful function.

Visualisation3



Choosing a platform

Most modern businesses use a central platform to host and 

group visualisations together, so that users can easily access 

the information they need.

Two of  the most popular are Tableau and PowerBI. Both 

platforms are mature and an excellent choice for a centralised data 

visualisation platform.

The best way to choose which platform is right for your team is 

to run a trial project for a single use-case and grade each platform 

against the following six attributes:

Ease of use
How easily are analysts able to quickly design and deploy useful 

dashboards and visualisations?

Functionality
Does the platform allow you to build the types of visualisations and 

reports users require?

Integration
Can you connect the platform directly to your data and does the 

platform fit within your existing architecture?

Accessibility
How would you grant users access to only the dashboards they 

require? (both internal and external)

Scalability
Test the platform with large datasets and multiple filters – do you 

foresee any scalability issues? 

Pricing
How is the platform priced? If per user, are there minimum 

requirements? Are there running costs?

It is also important to consider existing skills within the business 

and the role each team will play in managing the deployment (e.g. 

content creation, technical administration, training for users etc.).



Types of  Dashboard
There are four kinds of  dashboard – operational, analytical 

strategic and self-service. These can be defined along two 

primary dimensions – target audience and interactivity.

high 

interactivity
low 

interactivity

technical audience

non-technical audience

Operational

Strategic Self-service

Analytical

Operational dashboards display real-time metrics to monitor 

business processes and alert technical teams to anomalies. They 

are often displayed on communal screens and are less interactive.

Analytical dashboards are used by data science teams to 

interactively mine datasets for insight. They are often shared 

within the team but not deployed to the wider business.

Strategic dashboards present key performance metrics to senior 

management and aim to tell the ‘big-picture’ story behind the 

data. Important areas of  concern or success are highlighted.

Self-service dashboards allow users from across the business to 

quickly find data they need through highly interactivity and easy-

to-use dashboards. They encourage exploration and discovery.

Your data visualisation platform should be a mixture of  these four 

types of  dashboard. Remember to establish which type of  

dashboard you require before starting the build!



Operational dashboards

An operational dashboard should provide quick access to 

information in near real-time. A car dashboard is a good example 

of  an operational dashboard – it provides the driver with live 

information on speed, fuel consumption and warnings during the 

journey, so that appropriate action can be taken.

Typically, there is less interactivity on an operational dashboard 

because users do not want to have to ‘search’ for the answer. It 

needs to be fast, simple and immediately actionable.

If  your users would like more interactivity, then consider building 

an analytical dashboard instead. If  they need a higher level view, 

over a longer time period, a strategic dashboard is more 

appropriate. If  you can imagine the dashboard on a big communal 

screen in the workplace, an operational design is the right choice!



Analytical dashboards

Analytical dashboards allow users 

to dig into the ‘why’ behind the 

data. They are used by analysts 

and data scientists to explore new 

datasets quickly, in order to 

uncover patterns and signal. For 

example, an analytical dashboard 

could be used to understand if  a 

dataset of  predictions is biased or 

inaccurate for certain groups.

A common mistake is to build an analytical dashboard instead of  a 

self-service dashboard. Whilst both allow the users to filter, the 

difference is in how the information is presented. Analytical 

dashboards make use of  a variety of  different chart types and 

interactive filters to subjectively reveal potential statistical insights to 

the user. Self-service dashboards on the other hand provide users with 

objective key metrics that are unambiguously defined.

Sankey charts

Sankey charts are a great way 

to visualise movement 

between groups – e.g. to 

show how customers have 

moved between segments 

month-on-month. This can 

help analysts recommend 

actions for each customer 

segment to marketing.



Strategic dashboards are used by 

senior management to assess the 

overall health of  the business. 

They should be unambiguous, 

immediately actionable and at 

a higher level than operational 

dashboards.

Strategic dashboards are often 

presented as part of  board 

reports and are therefore less 

interactive – the key to building a 

good strategic dashboard is to 

tell a story, rather than expect the 

user to find the story on their 

own. This often means including 

a commentary alongside charts, 

which ideally is auto-generated 

but also can be added manually.

Strategic dashboards

Showing change

As strategic dashboards use slower moving data than 

operational dashboards, showing the change between time 

periods is just as important than the metrics themselves.

Groups with the biggest change should ‘pop-out’ from the 

dashboard, through consistent and intuitive use of  colour. 

Beware that percentage increases can often be misleading 

when numbers are small – or undefined if  originally zero!



Self-service dashboards

In summary…

In this section we have presented the four types of  dashboard 

that should form part of  your overall data visualisation platform 

– whether in Tableau, Power BI or another vendor.

ADSP can help your company build a world-class data 

visualisation platform from scratch or improve your 

existing setup. Get in touch with us at hello@adsp.ai if  

you’d like to hear more.

A self-service dashboard has all the interactivity of  an analytical 

dashboard, but is specifically designed for users to quickly access 

information, rather than for in-depth analysis.

For example, a sales executive might use a self-serve dashboard to 

find out how much a client spent with the company last year and 

on what products. The information should be easy to download 

and not locked within charts – inclusion of  a button to 

‘download’ the relevant data into Excel is an often requested and 

useful feature of  self-service dashboards!

Self-service dashboards should take 

ad-hoc reporting workload away 

from the analytics team. This 

means running training sessions for 

staff  how to use the dashboards 

and showing why they are a quick 

and easy way to access commonly 

requested information.

mailto:hello@adsp.ai


With a vast array of  data platforms, products, frameworks 

and libraries available, it is sometimes difficult to know 

how to choose the right tools for your data science team.

In this section we’ll present the most commonly used tools 

across three sections – Coding and Visualisation, Machine 

Learning and Cloud & Storage, as reported in the 2020 Kaggle 

Machine Learning & Data Science Survey.

 

We’ll also explore two additional tools not mentioned in the 

survey that we feel are increasingly important for any modern 

data team to adopt – Git and Docker.

Tools4



Data source: https://www.kaggle.com/c/kaggle-survey-2020

Python and R are the dominant languages for data professionals, supported 

by SQL and Bash. Whilst Jupyter notebooks are common and useful IDEs 

for testing ideas, we would recommend more sophisticated tools such as 

VSCode for writing production scripts. Power BI and Tableau are the most 

utilised dashboarding tools, with open-source visualisation libraries such as 

Matplotlib and Seaborn commonly used for ad-hoc analysis and charting.

Coding and visualisation



Data source: https://www.kaggle.com/c/kaggle-survey-2020

e.g., PIL, cv2, skimage e.g., U-Net, Mask R-CNN e.g., YOLOv3, RetinaNet e.g., VGG, Inception, ResNet e.g., GAN, VAE

e.g., GLoVe, fastText, word2vec e.g., seq2seq, vanilla transformers e.g., ELMo, CoVe e.g., GPT-3, BERT, XLnet

Scikit-learn is the most common general ML library, with Tensorflow and 

PyTorch focused particularly on neural networks. Gradient boosting is now 

regarded one of  the most powerful modern algorithms for structured data, 

though regressive and simple tree-based techniques remain popular. Data 

Engineers are most likely to use computer vision and NLP methods, as both 

typically involve the deployment of  large neural network architectures.

Machine learning



Data source: https://www.kaggle.com/c/kaggle-survey-2020

Whilst less than one-third of  data professionals report using one of  the ‘big 

three’ cloud providers regularly, they are a crucial part of  any modern, 

scalable tech stack, often managed by DBA roles. Cloud ML and AutoML 

are not often utilised, with most data professionals instead opting for self-

maintained applications deployed onto virtual machines. MySQL and 

PostgreSQL are commonly used open-source alternatives to SQL Server.

Cloud & Storage



Git

Coding is messy – it is rarely a linear process from idea to production 

ready system. To keep track of  changes to source code over time, most 

modern data science teams use Git, the most commonly used version 

control system in the world.

Git allows your team to introduce new features in a controlled manner, 

roll back to previous versions and make changes to colleagues’ code 

without interrupting their workflow. This is achieved through an 

elegant system of  ‘branches’ and ‘merges’, that creates an audit trail of  

the entire codebase over time.

There are also websites such as GitHub or 

GitLab where your team can privately 

upload codebases using Git. Having this 

remote repository means that other can 

pull a copy of  the codebase and start 

working on it. When they are ready, they 

can push their version back to the remote, 

for others to review.



Docker

A frequent frustration when developing data science solutions is 

ensuring portability. Team members and servers will rarely have the 

exact same computer setup, meaning the solution may not work when 

deployed to production or when sharing code between machines.

A Docker image is a ‘cookie-cutter’ that includes everything needed to 

run an container: code, operating system, system tools, system libraries 

and settings. Therefore if  you data science team packages up 

codebases as Docker images, the containers they describe will run on 

any machine, making deployment a much smoother process.

Docker solves this problem. A Docker 

container is an entire virtual operating system. 

A running container is therefore a ‘machine 

within a machine’ – for example, you can run an 

Linux container on a Windows laptop. Or a 

Windows container, on a Linux server.

image

container

run

Underlying machine
(e.g. a laptop, or a server)

All major cloud providers allow you to 

run containers directly in the cloud, 

without worrying about infrastructure:
 

Amazon AWS
https://aws.amazon.com/containers/

Microsoft Azure
https://azure.microsoft.com/en-

gb/product-categories/containers/

Google Cloud Platform 
https://cloud.google.com/compute/docs/

containers

Containers in the cloud

https://aws.amazon.com/containers/
https://azure.microsoft.com/en-gb/product-categories/containers/
https://azure.microsoft.com/en-gb/product-categories/containers/
https://cloud.google.com/compute/docs/containers
https://cloud.google.com/compute/docs/containers


In summary…

Whilst there are hundreds of  data science tools and platforms 

available, some have become established as essential for any 

modern data scientist, engineer or analyst. 

In this section we have presented the core technologies that are 

commonly used by data professionals and have explored why 

Git and Docker are a core part of  any modern tech stack.

ADSP can help you find the right set of  tools for your team 

and provides training courses on a wide range of  

technologies. Get in touch with us at hello@adsp.ai if  

you’d like to hear more.

Modern Data Science Delivery

Git Docker

Data
science

Data science is now subject to the same rigour as 

other branches of  programming. Your team can 

deliver data science projects without Git and 

Docker, but to truly launch sustainable 

applications into production, it is 

crucial to adopt these technologies.

Most public AI codebases are now

distributed through GitHub

and give the option to use 

Docker to install the codebase.

Check out our Git and Docker training courses specifically tailored 

for data scientists -  https://adsp.ai/downloads/training

mailto:hello@adsp.ai
https://adsp.ai/downloads/training


Much of  the promise of  data science and AI centres on the 

ability of  machines to automate processes. It is therefore crucial 

that the process of  monitoring and maintaining AI solutions is 

also automated as much as possible.

For example, machine learning is well known for being able to tackle 

complex tasks at scale, such as identifying broken or defective items 

on a production line conveyor belt from a live video stream. For such 

a solution to thrive, processes surrounding the AI system should also 

be automated – for example, data pipeline validation, monitoring 

model performance and establishing schedules to retrain the model.

In this section, we’ll explore some of  the key tools and paradigms that 

can that can help ensure your AI models are truly automatic.

Automation5



AI model workflows

AI models do not exist in isolation. They should be supported by an 

automated framework that operates and validates each of  the key 

workflows in the live environment.

There are broadly six key workflows that can be considered for 

automation – three operational and three based on validation.

model 

training

data 

validation

model 

selection

model 

validation

making 

predictions

prediction 

validation

alerts

Operational Model training Model selection Making predictions

Validation Data validation Model validation Prediction validation

Apache Airflow is an open-source tool that can be used to 

programmatically author, schedule and monitor these workflows and 

create alerts if  any part of  the process fails or deviates from expected 

norms. We’ll first explore Airflow and then zoom-in on each workflow.



Airflow

Created by Airbnb in 2014, Apache Airflow is an open-source workflow 

management platform. It allows users to write and schedule workflows 

in Python and monitor processes in an intuitive browser-based user 

interface.

For example, suppose your AI team wanted to scrape weather data daily 

from an API, across multiple locations. Airflow can help orchestrate the 

workflow, by allowing users to specify how many processes should run in 

parallel, any downstream tasks that should be run after each location is 

captured and the time or trigger that kicks off  the workflow every day.

The Airflow interface shows which tasks have completed successfully 

(dark green), failed (red) and are in progress (green). Your team can 

inspect log files and rerun failed tasks directly from the interface.



Data validation

Model training

The first step of  any AI retraining schedule is to check that the data 

being used to train the model passes a set of  validation criteria. There 

are three broad validation themes:

Check that the row count of the dataset is in line with expectations and that all missing 

field values are explainable. Missing field values or rows can indicate a problem in the 

data creation pipeline, such as incorrect joins or out-of-date lookup tables.

Missingness

Check the distribution of each feature – for continuous variables, are there outliers that 

require special treatment; for discrete variables, can sparse categories be grouped? 

Does the dataset sufficiently represent the full spectrum of response values?

Distribution

Check if distributions and missingness metrics are consistent over time – if the training 

data contains historical observations that are no longer representative of the ground 

truth, the model may perform poorly in the live environment.

Drift

Most machine learning models are typically not continually retrained 

in the live environment, but instead are deployed as part of  a process 

triggered by a data scientist or engineer. There are two key reasons 

for this:

• Machine learning models should be version controlled in the 

same way as other software, to ensure stability and so that the 

performance of  each version can be accurately monitored.

• Usually, the signal in the data does not change rapidly enough to 

justify constant retraining.

However, the pipeline for retraining models can be automated, using 

Airflow to manage the workflow (e.g. creating the train / validation 

data split, saving out trained models and accuracy metrics etc.)



Model validation and selection

To establish whether a model is better than a previous version, it is 

tested against a set of  data that wasn’t used during training - this is 

called model validation.

Model B
Predicted

Not Fraud Fraud

Ac
tu

al Not Fraud 850 100

Fraud 10 40

Model A
Predicted

Not Fraud Fraud

Ac
tu

al Not Fraud 930 20

Fraud 30 20

The answer is that it depends on whether you want to prioritise precision or 

recall. Model A is more precise – 50% (20/40) of  its positive fraud 

predictions are correct, whereas only 29% (40/140) are correct for Model B. 

However, Model B can recall more examples of  fraud – 40/50 (80%), in 

comparison to only 20/50 (40%) for Model B. Therefore Model A might be a 

better choice if  false positives are costly for your business, whereas Model B 

might be preferred if  you want to catch most fraud, at the expense of  some 

mislabelled mistakes.

Precision and recall can also be changed by adjusting the threshold at which 

the model predicts positive values (i.e. lowering the threshold means more 

positive predictions are made).

Suppose we withhold a validation dataset of  1000 bank transactions, 50 of  

which are fraudulent. Which model below would you say is ‘better’ at detecting 

fraud in the validation dataset?

The process of  model validation and selection revolves around 

balancing model performance metrics with model complexity – a 

simpler, more interpretable model is sometimes better, even at the 

expense of  accuracy. Whilst lots of  the model validation steps can be 

automated, a data scientist is often involved in the final model 

selection decision.

EXAMPLE



Making predictions

Prediction validation

The process of  using the trained machine learning model to predict 

new observations can either be conducted in batch or in real-time.

Batch processing is more computationally efficient and involves 

sending many examples to the model at once for prediction. For 

example, customer segments could be reallocated overnight based on 

usage statistics from the previous 30 days. This can be managed using 

Airflow, with predictions being stored back in the database for use 

downstream as part of  other processes, tools and visualisations.

Real-time processing involves placing the model behind an API, so 

that it can be called with a request containing data on the observation 

to be predicted. For example, interactions from a web browsing 

session could be sent to the API to predict the offer most likely to 

convince the customer to purchase in real-time.

The distribution of  predictions in the live test set should 

approximately match the distribution of  predictions in the validation 

set, as shown below. If  this isn’t the case, then the data used to train 

the model isn’t representative of  the new data being predicted in the 

live environment and the predictions may therefore not be accurate.

0 1

f
r
e
q
u
e
n
c
y

prediction

validation live (check!)

live (ok)



In summary…

Continuous improvement of  existing machine learning models 

and development of  new models is only possible if  the right 

frameworks are put in place to facilitate the scheduling, 

maintenance and orchestration of  AI workflows.

In this section we have seen how Airflow can deliver this aim 

and have presented the six key areas where automation can take 

place, supported by oversight from data experts.

ADSP are experts at designing, building and deploying 

automated machine learning solutions. Get in touch with 

us at hello@adsp.ai if  you’d like to hear more.

Alerts

Scripts deployed through Airflow can be used to alert data scientists 

and engineers to workflows that need attention. For example, if  the 

latest predictions do not match the distribution of  past predictions, 

then rather than overwriting the latest values, the process can 

terminate early and send a process report to the engineer in charge of  

the workflow for analysis.

This kind of  process control is common across all forms of  software 

development – machine learning and AI are not exceptions. 

Operational dashboards are an excellent way to monitor live machine 

learning models and we strongly recommend building a simple 

dashboard at the start of  any ML project to be used as a window into 

the running of  the model in the live environment. This can be used 

as part of  the alert system, or simply to check on key metrics.

mailto:hello@adsp.ai


Data science and AI solutions start delivering real value 

once they are deployed to production.

Production solutions need to be stable, scalable and 

sustainable. In this section we’ll reveal three common 

architecture designs for deploying data science solutions to a 

live environment that meet these crucial criteria.

For each architecture design, we’ll provide practical steps for 

delivery within Microsoft Azure (the same patterns are of  

course equally applicable within AWS or GCP).

Deployment6



Batch processing

A batch process runs at regular intervals, (usually overnight) so 

that the output has been refreshed by the following morning. 

Airflow

schedule

Azure Function DB

predictions

data
reports / apps

Power BI

The key components of  this architecture are as follows:

Airflow
Airflow can be used to build and execute processes according to a 

given schedule. It can be configured using Python and has more 

functionality than simpler scheduling tools, such as cron on Linux 

or Task Scheduler on Windows.

Azure Blob Storage
Azure Blob Storage can be used to store a trained model as a file – 

this is then loaded at the start of  the batch prediction process.

Azure Function
The code that runs the pre-processing and prediction logic can be 

run through a serverless Azure Function – alternatively, a server 

can be used, though would require infrastructure provisioning and 

maintenance.

model

Azure Blob Storage



Database
For batch processing, a database is required to store the output. 

Power BI
Dashboards (e.g. Power BI), downstream applications and reports 

can then be connected directly to the database, to read up-to-date 

predictions and other output from the previous run.

Top tips

Here are our three top tips for ensuring batch processes run smoothly:

1. Rather than overwriting previous predictions, store new 

predictions as new rows with a timestamp, so you can perform 

meta-analysis on how predictions have changed over time.

2. Batch predictions into small chunks, to avoid long running 

processes and write detailed logging to help with debugging

3. Make batch processes idempotent and pick up from where they 

left off  in the case of  failure – if  only the last prediction failed, 

you don’t want to have to predict the whole dataset again!

Example: Customer Segmentation

Customer segmentation is an excellent example of  a business process 

well suited to batch processing. Overnight, new data from the previous 

day’s activity by each user can be processed to reassign the segment of  

each customer. Users who have moved segment can be piped through to 

a dashboard or email marketing tools to be targeted with specific 

messaging relevant to the type of  segmentation movement.



API

Putting a model behind an API, allows you to call it with specific 

data – this is useful if  you want to build the model into processes 

that require a response based on live information.

Azure Function
API

response application

The key components of  this architecture are as follows:

Azure Blob Storage
Azure Blob Storage can be used to store the trained model as a 

file. This is loaded each time the API is called.

Azure Function (API)
The code that runs the pre-processing and prediction logic can be 

run through a serverless Azure Function. You can define the 

trigger for the function to be an HTTP request (i.e. an API call) 

and also define the routing of  your API.

Application
The application sends a request containing data to the API (e.g. 

information relating to the customer session on a website) and 

receives back a response (e.g. the predicted best offer to present 

to the user).

request

Azure Blob Storage

model



Top tips

Here are our three top tips for deploying models behind APIs:

1. Ensure your API is well documented – you can use OpenAPI 

(formerly Swagger) to automatically generate documentation from 

the codebase

2. You can ensure scalability by defining the maximum number of  

instances of  the Azure Function to run concurrently – this is one 

key advantage of  a serverless implementation.

3. Make use of  frameworks such as Django, Flask or FastAPI to 

handle more complicated API with routing and authentication

Example: Car price prediction

A good example of  a machine learning model that is well suited to 

being deployed behind an API is a used car price prediction model.

Suppose you run a business that trades used cars – you might want to 

place a tool on your website that allows users to enter details of  the car 

they are looking to sell through an online form and receive back an 

instant quote.

To achieve this, your data scientists could train a machine learning to 

predict the price of  a used car, given attributes of  the car such as the 

model, engine size and colour. You would then deploy this behind an 

API (e.g. an Azure Function) which can then be called with data for a 

single vehicle to generate a prediction.

When a user enters details of  their car on the website, the API is hit 

with this data to return a prediction back to the browser.



Streaming

Some devices constantly output data that requires visualisation, 

processing and prediction. There are many ways of  handling this 

data, depending on the exact use case - below we show a suitable 

solution for applying a machine learning model to predict 

anomalies from data logged by an IoT sensor

IoT sensor

Azure Stream 
Analytics

predictions

Power BI

The key components of  this architecture are as follows:

Azure Stream Analytics
Azure Stream Analytics processes real time data from a queue or 

data store – it can be connected to Azure ML to generate live 

predictions against the data. Power BI can be directly connected to 

Stream Analytics, for real-time visualisation.

Azure ML
Machine learning models can be built and deployed through Azure 

ML which can then integrate directly with Stream Analytics.

Azure Blob Storage

logs

store

data

input

output

data

DB

Azure ML



In summary…

Machine learning solutions generate value if  they are deployed 

in a way that is stable , scalable, sustainable.

In this section we have presented three ways in which machine 

learning solutions can be deployed – through batch 

processing, APIs or streaming. The correct method to choose 

will depend on your specific use case.

ADSP can help your company build and deploy machine 

learning and AI models, using best-practice architectures 

patterns and technologies. Get in touch with us at 

hello@adsp.ai if  you’d like to hear more.

Example: Predicting failures in water pipes

Acoustic sensors attached to water pipes generate a stream of  time 

series data that can be used to detect leaks before they irreparably 

damage the pipe.

A water company that wanted to take advantage of  this technology 

could deploy an anomaly detection model to identify pipes that are 

imminently about to break, given historic acoustic sensor data and prior 

work order data from previous breakages.

The data and predictions could be surfaced through a Power BI 

dashboard, for the leak management team. Engineering teams could 

then be deployed to at-risk areas, to pre-emptively prevent major 

damage to infrastructure before it occurs.

mailto:hello@adsp.ai


Any business undertaking should be justified by the value 

it brings to the business. Data science projects are no 

different.

Calculating return on investment is not an easy task and 

requires a structured approach to measuring value, that doesn’t 

track ‘vanity’ metrics but assesses the true impact on business 

objectives.

In this section we’ll explore the four different ways in which 

data science projects can create tangible value and how to 

measure each type of  value generation.

Proving Value7



Where can data science create value?

The diagram below depicts the connections between key business entities 

(the customer, the product, the distribution network etc.) and the typical 

data science projects that improve the efficiency or quality of  each 

connection.

For example, behavioural segmentation projects uncovers the different 

ways in customers use your product or service. Inventory / routing 

optimisation projects seeks to improve the physical movement of  product 

to the customer through the distribution network. Creating a business map 

such as this for your own organisation can help to visualise how individual 

data science projects fit into the wider business operation.

Crucially, the impact of  each project should be measured according to the 

business objectives of  the underlying connection, rather than with so-called 

‘vanity’ metrics that do not accurately describe the true impact of  the 

project. We’ll explore what this means in detail in the following section.



How can data science create value?

There are four primary ways that a data science project can directly create 

tangible value for an organisation:

Customer Acquisition
Projects such as funnel analysis, attribution modelling and 

lead prioritisation can help you get more customers through 

the door, thereby increasing revenue.

Lifetime value
Projects such as behavioural segmentation, churn 

prediction and recommendation engines can help to 

increase the average amount a customer spends overall (for 

example, per transaction or per time period).

Cost saving
Projects such as inventory optimisation, logistics 

optimisation and scenario simulations aim to reduce costs – 

for example, by improving throughput from the warehouse to 

the distribution network.

Time saving
Projects such as text mining and data visualisation seek to 

reduce the time spent performing routine tasks, such as 

handling customer requests and collating key metrics and 

performance statistics from across the business. 

The precise meaning of  each category will depend on the nature of  the 

organisation. In general, customer acquisition and lifetime value focus 

on increasing revenue, whereas cost saving and time saving focus on 

reducing costs, either directly or indirectly through improved efficiency.

For each category of  value creation, there are specific ways in which the 

value can be measured. In the following sections we explore each focus area 

in detail.



Customer Acquisition

The following three examples of  customer acquisition projects showcase 

how to set up experiments to directly measure their impact.

Funnel analysis

Funnel analysis involves mining website clickstream 

data to identify areas of  the site with high bounce 

rate or low engagement.

Experiment - A/B test a change to the site, based 

on findings from the funnel analysis.

KPIs - Conversion rate.

Attribution modelling

Attribution modelling calculates the amount of  

credit to assign to each marketing touchpoint.

Experiment – Track marketing impact by 

touchpoint over time, using calculations from the 

multi-touch attribution modelling.

KPIs - Conversion rate and actionability of  results.

Lead prioritisation

Machine learning can be used to predict which leads 

are most likely to convert and produce a list of  

prioritised opportunities for the sales team.

Experiment – Action a mixture of  prioritised and 

non-prioritised leads and log the results.

KPIs – Measure the different in conversion 

between prioritised and non-prioritised leads.

Learn more

Learn more

Learn more

https://adsp.ai/services/funnel-analysis/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/attribution-modelling/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/lead-prioritisation/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper


The following three examples of  lifetime value projects showcase how to 

set up experiments to directly measure their impact.

Behavioural segmentation

Clustering customers by behaviour rather than broad 

demographics allows you to deliver a personalised 

experience that resonates.

Experiment – Personalise content based on 

segment vs control group with no personalisation.

KPIs – Uplift in engagement / purchases vs control.

Churn prediction

Predict which customers are most likely to stop 

using your product or service using machine 

learning and intervene before it’s too late. 

Experiment – Target high potential churn 

customers with offers to encourage continuation.

KPIs – Lifetime value vs control group.

Recommendation engine

Cross-sell products by mining your data for bundles 

and packages that work well together. 

Experiment – Surface recommended products 

through the website, based on prior purchases.

KPIs – Uplift in engagement / purchases vs control 

group with random recommendations.

Learn more

Learn more

Learn more

Lifetime Value

https://adsp.ai/services/behavioural-segmentation/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/churn-prediction/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/recommendation-engine/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper


The following three examples of  cost saving projects showcase how to set 

up experiments to directly measure their impact.

Inventory optimisation

Forecasting demand in order to maintain optimal 

stock levels reduces warehouse and insurance costs 

and improves picking efficiency.

Experiment – Test the new inventory strategy for 

a selected group of  product lines.

KPIs – Reduced volatility/cost in stocking position.

Logistics optimisation

Routing algorithms can determine the optimal 

placement of  shipment hubs and allocate individual 

dispatches in the most efficient manner.

Experiment – Backtest the optimised strategy on 

historic data to prove the concept.

KPIs – Reduction in transportation costs.

Scenario simulation

By building a digital twin of  a business operation, 

you can accurately simulate potential future 

scenarios, to optimise efficiency and strategy.

Experiment – Backtest how closely the simulation 

matches reality in a variety of  circumstances.

KPIs – Reduction in opportunity costs.

Learn more

Learn more

Learn more

Cost saving

https://adsp.ai/services/inventory-optimisation/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/logistics-optimisation/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/scenario-modelling/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper


In summary…

In this section, we’ve summarised the four ways data science 

projects can create value and provided examples of  specific 

experiments you can run for each type of  project.

Get in touch with us at hello@adsp.ai if  you’d like to hear 

more about how we deliver tangible value for our clients.

Time saving

Text mining

Machine learning can automatically classify and 

respond to incoming emails, and track sentiment 

against each topic.

Experiment – assign a proportion of  inbound 

email to be classified by the ML solution.

KPIs – Classification time / accuracy vs control

Learn more

The following examples of  a time saving project showcases how to set up 

an experiment to directly measure its impact.

Dashboards

An engaging, functionality suite of  interactive 

dashboards can significantly reduce the time spent 

creating ad-hoc reports.

Experiment – For the most common requests, build 

a suite of  dashboard to allow users to self-serve.

KPIs – Faster time from question to answer.

Learn more

mailto:hello@adsp.ai
https://adsp.ai/services/text-mining/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper
https://adsp.ai/services/dashboards/?utm_source=guide&utm_medium=email&utm_campaign=ds-ai-whitepaper


In this chapter, we look to the future to explore the 

next big ideas from data science and AI that will 

impact businesses and create competitive advantage 

in the years to come.

Given the rapid rate of  progress in the fields of  data 

science and AI, it is clear that businesses need to start 

preparing now for the next big idea, to get ahead of  the 

curve before it’s too late.

Over the following pages, we present five interesting 

concepts from cutting-edge AI research with potential 

business applications.

Big Ideas8



For example, DeepMind have successfully 

applied RL to learn near-optimal strategies 

for complex games such as chess and Go. 

The agent is able to learn ‘tabula-rasa’ (with 

no prior knowledge), by playing against 

itself  millions of  times inside a simulated 

environment, to gradually develop more 

intricate and sophisticated strategies.

Reinforcement Learning (RL) is often described as the third pillar 

of  AI, alongside supervised learning (e.g. prediction) and 

unsupervised learning (e.g. clustering). It is the technique used to 

teach agents how to act to maximise rewards in a given environment. 

Reinforcement Learning

Agent

Environment

action
state
+ reward

The RL interaction loop 

The application of  RL to business remains novel, largely because an 

accurate simulation of  the environment is required in order to 

provide the agent with a ‘playground’ in which to learn. However, 

with the rise of  ‘digital-twin’ technologies, businesses now have the 

potential to train RL agents to act optimally inside the digital-twin 

simulation.

Purchasing and selling

Given a digital twin of  a marketplace with dynamic pricing (e.g. 

an ad platform or spot market for goods), train an agent using RL 

to predict the optimal times and quantities to buy and sell, in 

order to maximise profit.

Operational design

Managing the flow of  patients through a hospital, by training an 

agent to adjust parameters relating to bed numbers and staffing to 

minimise waiting times.

Example applications



Traditionally, the field of  machine learning has focused on predicting 

a given label, using a training set of  labelled data. For example, 

predict if  a given photo of  a face is smiling or frowning. Creative AI 

or ‘generative modelling’, is the idea that models can be trained to 

output completely new images that are indistinguishable from those 

in the training set. For example – is the image below created by a 

machine, or a real human? (answer on the next page!)

Creative AI 

The field of  creative AI has been driven 

largely by the invention of  generative 

adversarial networks (GANs) and other 

types of  generative model. GANs consist of  

two competing models that are trained in 

parallel - the generator (that creates new 

images), and the discriminator (that tries to 

guess if  the image is real or fake).

Product Design

A model called DALL-E, developed by OpenAI, can output a 

variety of  designs for a new product, given nothing more that a 

text-based prompt (see example below).

Example application

Real or fake?

source: https://openai.com/blog/dall-e/

Prompt: an armchair in the shape of an 
avocado

This is opening new avenues 

for designers, working with AI 

solutions such as DALL-E to 

develop novel and interesting 

product concepts. Creative AI 

is also being explored by game 

designers and film studios to 

complement and enhance 

human-based design.



Language modelling is a branch of  creative AI, that is based on 

producing realistic text-based output. The model at the cutting-edge 

of  language modelling is called GPT-3, developed by OpenAI.

GPT-3 is able to form a realistic continuation of  any text based 

prompt. Crucially, the model does not need to be retrained for each 

application – you simply tell it what you want it to do!

Language Modelling

Example application

source: 
https://beta.openai.com/examples/default-ad-
product-description

Language models are also 

opening exciting new 

possibilities for text 

summarisation and knowledge 

extraction – for example, 

summarising lengthy legal or 

technical documents into a 

short abstract or summary, for 

human consumption, as 

demonstrated in the adjacent 

example.

For example, this example 

shows GPT-3 creating ad-

copy, given a short 

description of  the product. 

GPT-3 is now available as an 

API, meaning that businesses 

can easily built it into their 

own applications and apply it 

to specific use-cases, such as 

product name generation.

Answer to face question: It’s fake – generated from https://thispersondoesnotexist.com/



Most businesses use some form of  forecasting to predict trends at 

a daily, monthly or yearly level to inform strategy. In contrast, 

nowcasting focuses on forecasting the very near future, as data 

arrives from multiple sources in real time.

Nowcasting

Example application

Social Media Nowcasting

Nowcasting can be used to take advantage of  short term social 

media trends. For example, if  nowcasting models can predict which 

hashtags will trend in the next hour, content writers can get ahead 

of  the curve and promote their content ahead of  competitors. A 

key challenge of  nowcasting lies in data engineering – ensuring 

models are able to be constantly fed with a stream of  data from a 

variety of  unstructured sources, to predict quickly and accurately.

(1)

DeepMind nowcasting model (DGMR) for 
precipitation 
https://deepmind.com/blog/article/nowcasting

The idea comes from weather forecasting and econometrics, which 

need to react immediately to short term changes in situation. 

DeepMind have recently released an example of  nowcasting 1-2 

hours of  precipitation, DGMR, beating previous benchmarks.



One of  the most exciting ways that the field of  AI is developing, is 

in the interface between AI and humans.

Traditionally, AI has been used by businesses to tackle specific 

‘narrow’ problems, such as demand forecasting, recommending 

products to customers or detecting anomalies. The output from 

these problems is often a number, that can be validated against 

known data and surfaced in other applications or dashboards.

A big idea for the future is that AI can tackle more general 

problems and interface with humans in a more assistive and 

strategic way. DeepMind have recently published an example of  

how an AI model can be trained to discover novel patterns within a 

particular field of  mathematics and present back suggestions for a 

human to validate. In a similar way, it is not unreasonable to 

imagine AI models that can in the future find abstract patterns in 

business related fields across diverse datasets and present these 

insights back as human interpretable conjectures for discussion.

Human-AI interaction

Example application

Recursive Task Decomposition

OpenAI has recently shown how the 

complex task of  summarising a whole book 

or play can be divided into smaller subtasks, 

assisted by humans. The concept of  AI 

assisting businesses at a strategic level, by 

synthesising output from smaller, more 

tactical tasks is an interesting area to keep in 

mind for businesses wanting to stay at the 

cutting edge of  AI research.

source: 
https://openai.com/blo
g/summarizing-books/



Generative AI and LLMs are revolutionising the way we 

approach problem-solving, content creation, and 

decision-making processes. 

In this chapter, we dissect their far-reaching capabilities, from 

'zero-shot' learning to the nuanced augmentation of  language 

processing. We chart the evolution of  LLMOps in 2024, 

detailing how businesses can adopt these advancements to stay 

at the vanguard of  AI innovation while adhering to ethical 

standards.

Generative AI9



Understanding Generative AI

Generative AI refers to a subset of  artificial intelligence that 

focuses on creating new content, whether it be text, images, audio, 

or other forms of  data. This technology has the unique ability to 

generate novel outputs that can mimic human creativity, making it a 

powerful tool for a variety of  applications.

By harnessing vast datasets, Generative AI models gain an 

understanding of  intricate patterns and features, which they then 

creatively repurpose to forge original content that often rivals the 

work of  human hands. 

These models are not only proficient in their trained domains but 

also exhibit 'zero-shot' learning capabilities, performing tasks 

beyond their explicit training—a stark contrast to conventional 

machine learning models.

Businesses are realising that this creates huge opportunity – it 

unlocks projects and possibilities that were previously unthinkable. 

There are 8 core functions that generative AI solutions can 

perform. These can be grouped into 4 streams that describe how 

they handle information



Large Language Models (LLMs)

Large Language Models (LLMs) have taken the AI world by storm 

with their ability to understand and generate human-like text. These 

models are trained on vast amounts of  text data and can perform a 

wide range of  language tasks, from translation to question-

answering and summarisation.

LLMs are increasingly being utilised in various sectors, including 

healthcare, finance, and logistics, demonstrating practical 

applications that extend beyond traditional content creation.

Large Language Model
• Trained on a large 

amount of data – e.g. 

GPT-3 is trained on 

570GB of text

• The model consists of a 

large number of 

parameters – e.g. GPT-

3 has 175bn weights

• The inputs and outputs 

of the model are always 

natural language

• The model is trained to 

predict the next token 

(a token is a small 

number of characters)

• The model is a type of 

neural network called a 

Transformer

• GPT-4 and Llama 2 

are examples of LLMs



Open Source vs Proprietary

LLMs can be open-source (you can freely download the model 

weights and architecture) or proprietary (you use the model 

through a pay-per-token API). There are pros and cons of  each, 

summarised below.

Open-Source LLMs

Examples

Llama 2 7B / 13B / 70B by Meta – available through Hugging Face

Stable Beluga 2 – available through Hugging Face

Pros

➢ Data Privacy: hosted on your own architecture so the data stays within your 

ecosystem. Reduces the risk of  third-party misuse or data leakage.

➢ Customisability: you can fine-tune the model to your own use-cases

➢ Cost: no token or license fees - you do not need to pay for use of  the model

Cons:

➢ Limited support: you are reliant on the open-source community for support

➢ Maintenance: you are responsible for supporting the model and infrastructure

➢ Performance: open-source models are currently weaker that the best 

proprietary offerings such as GPT-4. 

Proprietary LLMs

Examples

GPT-3.5 / GPT-4 by OpenAI

PaLM 2 by Google, Claude 2 by Anthropic

Pros

➢ Support: there will be comprehensive support on using the model

➢ Constant updates: you will be able to easily switch to the latest models

➢ Performance: proprietary LLMs are current the best on the market – especially 

the OpenAI GPT models

Cons:

➢ Data Privacy: you will need to send data to a third-party service

➢ Lack of  Customisation: you cannot fine-tune models to your use-case

➢ Cost: you will pay per hit of  the API, although the OpenAI GPT3.5 model is not 

particularly expensive



The versatility of  LLMs makes them suitable for a range of  

business applications. They can be used to automate routine tasks 

such as email filtering and response generation, create content for 

marketing and social media, and assist in data analysis by 

summarising findings and generating insights. There are three ways 

to augment the capability of  Large Language Models:

Evaluation of  LLMs

Like any business project, the benefits of  leveraging LLMs should 

be evaluated across three dimensions:

Better

What tasks would we like to 

improve?

Faster Cheaper

Can LLMs perform a task 

better than a human?

Can LLMs perform a task 

faster than a human?

Can LLMs perform a task 

cheaper than a human?

Example

Investors and business 

owners were 3x more 

likely to invest after 

reading a GPT-4 pitch 

deck than after reading a 

human one.

https://clarifycapital.com/the-future-of-investment-

pitching

Example

GPT-4 outperforms elite 

human annotators in 

labelling tasks, saving a 

team of  researchers over 

$500,000 annotating 

572,322 text scenarios for 

harmful behaviours.

https://www.artisana.ai/articles/gpt-4-outperforms-

elite-crowdworkers-saving-researchers-usd500-000-

and-20

Example

The average person can read 

75,000 words of  text in 

~5+ hours. Anthropic’s 

Claude LLM reads a 75,000-

word documents and 

produce answers in 22 

seconds.

https://www.anthropic.com/index/100k-context-

windows

What tasks are currently too 

slow?

What tasks are too expensive?



There are three ways to augment the capability of  Large Language 

Models:

The 3  Ways to Extend LLMs

 Fine-tuning

Use case: You want the output to be ‘fine-tuned’ to your own tone of  voice or to a 

specific use case and have examples of  previous input and output to train against.

How it works: You adjust the weights of  an open-

source base model (e.g. Llama 2), by continuing to 

train it on your own dataset of  examples. The 

model learns how to gives responses that are more 

aligned to your use case (e.g. tone-of-voice or 

extraction of  data into a specific format).
Fine tuned 

LLM
Prompt

Fine-tuned 

output

LLM Dataset

training

 Tool use

Use case: You want the LLM to have additional capabilities such as being able to 

search the web, perform calculations or query a database.

How it works: You tell the LLM that it has 

the ability to use certain tools in the prompt 

and how it should write the output to use the 

tool. It then includes the output from the 

tool in the next prompt so that it can 

generate the final output. This is useful for 

performing precise actions outside the LLM.

Prompt
Tool enhanced 

output

Tool (e.g., Google Search)

LLM

Structured tool usage 

 Retrieval Augmentation

Use case: You have information that you would like to reference when the LLM 

provides a response – for example, product descriptions, FAQs or a knowledge base.

How it works: You ‘embed’ the prompt and 

the knowledge base into vectors that can be 

‘matched’. The augmented prompt then 

contains the original prompt alongside relevant 

matched information from the knowledge 

information. The output is therefore context 

aware based on your own information.

Prompt

Context-aware 

output

Knowledge Base

embedding & matching

Augmented 

Prompt
LLM



LLMOps as a Trend for 2024

As Large Language Models (LLMs) become increasingly integral to 

business operations, it's crucial to adopt specialised practices and 

processes to ensure their efficient deployment and management. 

Here is a list of  key areas to consider:

Deployment Strategies: Planning and implementing LLMs in 

business processes, focusing on scalability, infrastructure, and 

system compatibility.

Performance Optimisation: Continually enhancing LLM 

efficiency, reducing latency, and improving accuracy.

Interdisciplinary Collaboration: Merging skills from various 

fields like machine learning and software engineering to 

address deployment challenges and promote responsible use.

Monitoring in Production: Essential for tracking LLM 

performance, including accuracy, response times, ethical 

concerns, and biases, while correcting any unintended 

outputs.

Human-in-the-Loop Evaluation: Involves human oversight 

for ongoing assessment and enhancement of  LLM outputs, 

including manual reviews and user feedback.

Governance: Establishing ethical and responsible usage 

standards, amending biased datasets, fine-tuning for data 

accuracy, and ensuring compliance with regulations.

Best practices in LLMOps include establishing clear goals, 

embracing automation, prioritising data quality, monitoring and 

optimising performance, and enforcing security and compliance.



Integration and Applications

Integrating Generative AI and LLMs into your business requires 

careful planning and consideration of  the specific needs and 

challenges of  your organisation. 

Businesses need to build an infrastructure that supports data 

processing, model training, and deployment. This includes setting 

up cloud services or on-premises solutions, ensuring data privacy 

and security, and establishing monitoring systems to track the 

performance of  AI models.

While off-the-shelf  AI solutions can be a good starting point, 

developing custom models tailored to your business's unique 

requirements can lead to more significant benefits. 

This involves collaborating with data scientists and AI experts to 

design, train, and deploy models that address specific business 

challenges and opportunities.



In summary…

Generative AI and LLMs represent a significant leap forward in 

the capabilities of  artificial intelligence. By understanding and 

embracing these technologies, businesses can unlock new 

opportunities for growth, innovation, and efficiency. 

To remain competitive in a rapidly changing AI landscape, 

businesses must invest in continuous learning, research, and 

development. This includes staying up-to-date with the latest 

research, and fostering a culture of  innovation within the 

organisation.

We hope this chapter has provided you with valuable insights 

into the world of  Generative AI and LLMs and has inspired 

you to explore their potential within your organisation. 

ADSP is committed to helping businesses navigate the 

complexities of  AI integration and leverage these technologies 

for success.

Contact us at hello@adsp.ai to learn more about how we can 

assist you in your AI journey.



Conclusion

Thank you for taking the time to read this Executive Guide To 

Data Science and AI! We hope you have enjoyed it and have 

found it informative and useful.

In Chapter 1, we started by discussing the typical roles in a data 

science team. Chapter 2 focused on specific trends in machine 

learning and how it is being applied within businesses. Chapter 3 

on the different types of data visualisation and how to establish 

the best platform for your company.

Chapter 4 provided a summary of the most important tools and 

technologies currently used by data science teams and in 

Chapter 5, we explored current best-practices regarding the 

automation of data processes.

In Chapter 6, we focused on deployment and how to practically 

move solutions to the cloud. Chapter 7 explored the different 

ways that data science projects can create value and Chapter 8 

concluded the guide with a summary of the ‘big ideas’ from AI 

research that business can already start to explore. 

Chapter 9 brought the guide full circle, showcasing the 

transformative impact of Generative AI and Large Language 

Models, and the strategic importance of LLMOps for forward-

thinking businesses in 2024.

We hope this guide has been a useful summary of the current 

state of AI and data science with a nod to the future – do let us 

know if you have any feedback or would like any further info!

ADSP is a team of data scientists and engineers who 

develop world class data-driven solutions. Get in touch 

with us at hello@adsp.ai to hear how we can help your 

business to prosper and take advantage of the most recent 

developments in data science and AI.

mailto:hello@adsp.ai


© 2024 Applied Data Science Partners Ltd
hello@adsp.ai
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